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#### Abstract

Psychological concerns are frequently indexed by psychometric questionnaires but the mental representations that they seek to quantify are difficult to visualise. We used a set of questionnaires designed to measure men's concept of their bodies including: the Drive for Muscularity Scale (DMS; McCreary \& Sasse, 2000), the Perceived Sociocultural Pressures Scale (PSPS; Stice, Nemeroff, \& Shaw, 1996a), the Body Appreciation Scale (BAS-2; Tylka \& Wood-Barcalow, 2015), and the Sociocultural Attitudes Towards Appearance Questionnaire-3 (SATAQ-3; Thompson, van den Berg, Roehrig, Guarda, \& Heinberg, 2004). We combined their use with an interactive 3D modelling programme to allow men to create computergenerated representations of their ideal bodies. We used a principal component analysis to extract those shape components of our participants' CGI ideal bodies that were predicted by the questionnaires and reconstructed the body shapes that these questionnaires were capturing. Moving from the lowest to the highest score on both the DMS and SATAQ corresponded with changes in muscularity, particularly muscle mass and definition. This approach allows us to demonstrate the actual body features that are being captured by a particular questionnaire.
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## 1. Introduction

The ideal body for most men in Western society is characterised by both a high degree of upper body muscularity and a low degree of body fat, the latter enhancing the salience of the former (Cafri et al., 2005; Leit, Gray, \& Pope, 2002; McCreary, Hildebrandt, Heinberg, Boroughs, \& Thompson, 2007; Murray et al., 2017; Ridgeway \& Tylka, 2005). Several lines of evidence have led to this conclusion about men's ideal body shape. For example, Ridgeway and Tylka (2005) applied the Consensual Qualitative Research method (CQR; Hill, Thompson, \& Nutt-Williams, 1997) to open-ended interview questions which were given to male undergraduates. They found that most men expressed greatest interest in muscular definition and leanness in and around the arms, chest and particularly the abdomen. Analysis of participants' responses suggested that the ideal male body derived from five key components - overall body muscularity, overall body leanness, being tall, V-shape torso, and a muscled abdominal region. Undesirable body characteristics included fat, short stature, and low body fat coupled with

[^0]low muscle tone leading to small girth (Ridgeway \& Tylka, 2005). Comparable results have been reported by others, including Grogan and Richards (2002), Pope, Gruber et al. (2000), and Pope, Phillips, and Olivardia (2000). Qualitative data like these have led to the development of quantitative psychometric tools, such as the Drive for Muscularity Scale (DMS; McCreary, 2007b; McCreary \& Sasse, 2000), the two subscales of which, and the total score have shown acceptable levels of internal consistency, test-retest reliability, and construct validity (McPherson, McCarthy, McCreary, \& McMilland, 2010).

From a longitudinal and cultural perspective, the tendency towards increasing leanness and muscle bulk has been systematically mirrored in the physiques of male models (Frederick, Fessler, \& Hasselton, 2005; Lanzieri \& Cook, 2013), movie stars (Pope, Gruber et al., 2000; Pope, Phillips et al., 2000), computer game characters (Martins, Williams, Ratan, \& Harrison, 2011), and action play dolls (Baghurst, Hollander, Nardella, \& Haff ;, 2006). The body shapes for the latter two categories have even accrued levels of muscularity that are biologically implausible (Martins et al., 2011).

Here, we wanted to find direct, rather than indirect, evidence for what the ideal male body actually looks like. Is it possible to give three-dimensional form to the ideal body residing in a man's head? Arguably, the evidence from questionnaires and psychomet-
ric data, however valid, reliable, and repeatable, does not constitute a direct visualisation of this ideal. Rather, it simply provides a verbal description of it. Similarly, the longitudinal cultural data can be thought of as a visual proxy for men's ideals, at least as far as the creative expressions of film directors, toy makers, model agencies, and computer games manufacturers are concerned. Perhaps the closest approximation to what we seek is to be found in participants' responses to variants of the somatomorphic matrix (Pope, Gruber et al., 2000). In an early incarnation of this, Cafri and Thompson (2004) constructed a set of line-drawn images intended to represent combinations of increasing adiposity and muscularity throughout the matrix. More recent versions (e.g., Arkenau, Vocks, Taube, Waldorf, \& Hartmann, 2020) have adopted computer generated imagery (CGI) to achieve the same result. Typically, participants might then be asked to select their actual ("How do you actually look?"), felt ("How do you feel you look?"), and ideal bodies ("How would you like to look?") from the 2D image array. However, we would argue that this approach may be too restrictive and is limited in its ecological validity through the use of poor imagery (Gardner, Stark, Jackson, \& Friedman, 1999; RalphNearman \& Filik, 2018), separate considerations of adiposity and muscularity (Ralph-Nearman \& Filik, 2018; Talbot, Smith, \& Cass, 2019), and/or the presentation of partial body size and shape information as a result of figure orientation (Crossley, Cornelissen, \& Tovée, 2012; Gardner, Friedman, \& Jackson, 1998). The only information that changes in the matrix is covariation in adiposity and muscularity of the body as a whole, with no consideration of specific areas of the body that may be particularly pertinent to men's body ideals (Ridgeway \& Tylka, 2005) or ethnic differences in patterns of body development (Abe, Bemben, Kondo, Kawakami, \& Fukunaga, 2012; Shiwaku, Anuurad, Enkhmaa, Kitajima, \& Yamane, 2004; Silva et al., 2010). Therefore, this is the only information a participant has in order to make a match between the ideal body shape/size in his head and the stimuli presented to him. As a consequence, we must ask whether there are other features about his mental image that he would like to express, given the opportunity.

### 1.1. Current study

In the current study, we used a 3D modelling environment to allow male participants to recreate their ideal body sizes and shapes. The degrees of freedom available to them were not infinite, as they would be, if we had asked them to sculpt their ideal body from a lump of clay. Instead, we allowed participants to change the shape of an initially thin and an initially fat version of a baseline CGI model by manipulating any of the 18 shape morphing slider controls available to them. The BMI of these CGI bodies was calculated based on their relative size and shape and compared to the participants' actual BMI (a measure of body dissatisfaction). Next, we submitted the CGI bodies to a principal component analysis (PCA) to extract uncorrelated 3D shape features from participants' models. We then sought statistical dependencies between the factor scores for these visualisable principal components (PCs) and participants' performance on a number of standardised psychometric tasks that assessed their drive for muscularity, attitudes toward and appreciation for their body, and sociocultural influences. In a third step, we created direct visualisations for a subset of these psychometric tasks to show how body features for ideal body shape change from the minimum to the maximum scale scores.

## 2. Methods

The study was granted ethical approval by the University of Lincoln School of Psychology Research Ethics Committee on the 12th December 2017 (PSY1718346).

### 2.1. Sample size calculation and participants

We are not aware of any investigation that has used the same approach as we have followed in the current study. The nearest equivalent we know of is a study by Smith, Tovée, Hancock, Cox, and Cornelissen (2007) in which 2D photographs of women were decomposed into 4 body-shape features using PCA. These features were then mapped onto an observer's behavioural ratings of the images. A multiple regression model of these judgements, using the 4 PCs as explanatory variables, accounted for $70 \%$ of the variance in ratings. Here, we estimated how many participants would be needed to estimate a new multiple regression model with 3,4 , or 5 independent variables for the null hypothesis:
$H_{0}: R_{Y . B}^{2}=0$
For a power of .9 and an alpha of .05 , a sample size of $11-14$ would be required for models with $3-5$ explanatory variables in order to account for $70 \%$ of variance (G*Power v3.1.9.7). Conservatively, if the multiple regression models only accounted for $35 \%$ of the variance, i.e., half of that described in Smith et al. (2007), we would need a sample size of 31-37 participants. To offset attrition and possible data loss, for the current study we recruited 42 men from the University of Lincoln staff, students, and the general population near Lincoln. All participants self-identified as 'White British', except for one participant who identified as 'White British/Norwegian. We used email invitations, social media sites, and posters to recruit this sample. Inclusion criteria for participants were: (a) aged 18-45 years inclusive, and (b) self-identification as male.

### 2.2. Psychometric measures

### 2.2.1. Drive for muscularity

We used the Drive for Muscularity Scale (DMS; McCreary \& Sasse, 2000) to measure an individual's motivation and preoccupation with increasing their muscularity levels, as well as their engagement in relevant behaviours. The scale consists of 15 items rated on a 6 -point response scale $(1=$ never, $6=$ always $)$ which are summed to give a total DMS score. The questionnaire has two individual subscales - the Muscularity Behaviours subscale (MB) and the Muscularity-oriented Body Image subscale (MBI). The MB consists of 8 items assessing an individual's engagement in behaviours that can lead to increased muscle mass, such as the consumption of protein shakes and a high-calorie diet. The MBI comprises 7 items that measure an individual's satisfaction with their body shape and desire to increase their own muscle mass.

### 2.2.2. Positive body image

We used the Body Appreciation Scale-2 (BAS-2; Tylka \& WoodBarcalow, 2015) to measure men's levels of positive body image and body appreciation. This 10 -item scale is rated on a 5 -point response scale ( $1=$ never, $5=$ always $)$ and a total score across all items is calculated, with higher scores representing a greater overall body appreciation.

### 2.2.3. Sociocultural influences

We used the Sociocultural Attitudes Towards Appearance Questionnaire-3 (SATAQ-3; Thompson et al., 2004) to measure the influence of the media on sociocultural factors such as appearance standards and ideals. This 30 -item questionnaire is rated on a 5 -point response scale ( $1=$ disagree strongly, $5=$ agree strongly), and consists of four individual subscales - internalisationgeneral, internalisation-athlete, information, and pressures. The internalisation-general subscale measures the degree to which unrealistic body image ideals from mass media are accepted, while
the internalisation-athlete subscale focuses specifically on acceptance of an athletic muscular body ideal. The information subscale assesses the influence of various forms of media as a source of information for ideas of attractiveness. Finally, the pressures subscale measures direct pressures from media sources to achieve sociocultural body ideals.

### 2.2.4. Perceived sociocultural pressures

We administered the Perceived Sociocultural Pressures Scale (PSPS; Stice et al., 1996a,b) to assess an individual's perceived pressure for thinness from external factors, with separate subscales relating to family members, friends, intimate partners, and the media. The 20 -item questionnaire is rated on a 5 -point response scale ( $1=$ none, $5=a \operatorname{lot}$ ) that is summed to form a total PSPS score as well as individual subscale scores, with higher scores representing greater perceived pressures to be thin.

### 2.3. Procedure

At the start of each session, participants were asked to provide personal demographic information, including their age, nationality, occupation, years in full-time education, and engagement in behaviours to change their current body weight or muscle mass.

Body measurements were then taken from each participant, including height ( cm ), weight ( kg ), chest circumference ( cm ), hip circumference (cm), and waist circumference ( cm ), using a digital weighing scale and tape measure. Participants were required to remove any footwear and bulky clothing prior to measurement. Individuals were also given the opportunity to take the body measurements themselves in order to accommodate any potential religious, cultural, or other concerns. Participants were then presented with a 3D Genesis 2 male avatar on a computer screen using the Daz Studio 4.10 software. The researcher demonstrated the full range of body size/shape variation that was possible using a set of 18 preselected Genesis 2 body morphs for manipulating different regions of the avatar. The following body morphs were made available to participants to create their ideal body perceptions: body size, body tone, bodybuilder details, bodybuilder size, emaciated, portly, weight, shoulder size, shoulder width, upper arms size, chest width, pectorals heavy, lats size, glutes size, glutes width, hip size, thigh size, and thigh tone. Therefore, participants were given the opportunity to modify both specific areas and more general whole-body aspects of the avatars. Participants were then shown either a 'larger' (BMI $=35.95)$ or 'thinner' (BMI $=13.04$ ) male avatar and were asked to orally describe how they would like to alter the 3D body to create their ideal body size/shape. The researcher then adjusted the body morphs in the software, based on the instructions given by the participant, to visualize these body perceptions. Importantly, the developing model could be rotated through $360^{\circ}$ so that the participant was able to see clearly the impact of any shape changes they sought. The ideal body task was run twice in a row, starting from either the 'larger' or the 'thinner' 3D avatar. The initial body type ('larger' or 'thinner' body) was randomised across participants, and no time limit was set for creating the models. Fig. 1 illustrates the high degree of variability in muscularity and adiposity that could be achieved with the stimulus set up.

Finally, participants were asked to complete the following four psychometric measures: BAS-2, DMS, SATAQ-3 and the PSPS. The data collection procedure took approximately 30-45 min per participant.

### 2.4. Estimating BMI of ideal model

First, each ideal body created by participants in Daz Studio was adjusted in the software to match the actual height of the participant in the real world. Circumference measurements of the


Fig. 1. Illustrates the high degree of variability in adiposity and muscularity that could be achieved with the stimulus set up.
chest, waist, and hips of each avatar were then recorded using the 'Measuremetrics' function in Daz Studio. Average measurements were calculated from the two bodies created for the ideal body task. The height, waist and hip circumferences were then used to determine the ideal BMI of the CGI bodies, using the formula for BMI below (Cornelissen, Bester, Cairns, Tovée, \& Cornelissen, 2015; Cornelissen, McCarty, Cornelissen, \& Tovée, 2017; Groves et al., 2019). The ideal BMI measurements were then compared with participants' actual BMI values.

$$
\begin{aligned}
& \text { BMI }=6.8195+(0.21302 \times \text { hip })+(0.22509 \times \text { waist })-(0.13991 \\
& \times \text { height })+(0.06781 \times \text { age })-\left(0.00101 \times \text { age }^{2}\right)
\end{aligned}
$$

### 2.5. Extraction of 3D shape features from Daz ideal models

In order to be able to relate men's responses in the psychometric tasks to the ideal body shapes that they created within the Daz modelling environment, we had to extract a set of uncorrelated 3D shape features from the Daz models they produced. To do this, we used customised MATLAB software. Each body shape created by a participant was converted to a set of 85,253 three-dimensional coordinates. These were subsequently unwrapped into a vector, or long row, of 255,759 numbers (i.e., $85,253 \times 3$, because each point has an $\mathrm{x}, \mathrm{y}$, and z coordinate). Given that each participant provided two shapes regarding their ideal body, the two corresponding vectors were averaged to produce a single 255,759 number vector representing the average of the two body shapes.

Next, all 42 vectors (one per participant) were entered into a PCA. This method derives a multidimensional space in which to locate the body shapes, based on the eigenvectors of a PCAdecomposition of these shapes. Following this approach, which has been used extensively in the literature regarding face (e.g., Burton, Kramer, Ritchie, \& Jenkins, 2016; Kramer, Young, \& Burton, 2018; Kramer, Young, Day, \& Burton, 2017) and body images (e.g., Collins, Zhang, Miller, Wang, \& Zhou, 2010; Ruto, Lee, \& Buxton, 2006), allowed us to identify the few, important dimensions along which our body shapes varied in a low-dimensional space (in comparison with the 255,759 -dimensional space in which they originally appeared).


Fig. 2. Shows the body shape variability associated with the 4 principal components. Each column corresponds to an individual principal component. The top row shows the principal components all set to +5 SD. The bottom row shows the principle components all set to -5 SD.

In order to identify those PCs which were important in explaining shape variation in our sample without significant loss of information, and in line with previous research using this approach (e.g., Kramer et al., 2017), we chose to keep the earliest components that cumulatively explained at least $95 \%$ of the variance in the 3D coordinate information. (In PCA, derived components are ordered from highest to lowest in terms of the amount of variance explained.) For our PCA, only the first four components were required in order to explain $95.4 \%$ of the variance, and as such, the remaining components were discarded. Mathematically, not only is it possible to reduce the dimensionality of the body shape data into, in this case, 4 PCs. It is also possible to reverse this process and reconstruct the 3D shape components which are encoded in the lower-dimensional space of the PC scores, by projecting back from them into 3D Cartesian space. By doing this, we can illustrate the shape features that are separately encoded by each of the 4 PCs, as shown in Fig. 2. To ensure that this illustration emphasises what the features look like qualitatively, we reconstructed the body shape features encoded by each PC at factor scores +5 and -5 SD.

PC1 appears to represent a change in the bulk of the bodies. There is some change in muscle definition, but relatively little change in shape. It is more a change in the body circumference. PC2 represents a change in overall musculature, particularly in the upper torso creating the traditional V-shape male torso. PC3 also represents a change in the body's muscularity, but more directly focussed on the development of the V-shaped torso with a narrower waist and a broader chest and shoulders. PC4 indexes a more complex change in multiple physical parameters. This includes an increase in muscle definition, particularly on the torso, and a thickening of the torso as part of an increase in muscle mass.

### 2.6. Summary of analysis path

- Descriptive statistics of participants' characteristics, anthropometric measures, psychometric task performance including

Cronbach's alpha, and Pearson correlations between psychometric tasks.

- Multiple regression analysis of participants' ideal BMI predicted by their actual BMI, and psychometric task performance.
- Correlation analysis to establish which of the 4 PC factor scores, extracted from the ideal Daz models, are associated with participants' psychometric task performance.
- Visualization of the range of body shape variation that is captured between the minimum and maximum scores on the DMS and SATAQ Global psychometric tests.
- Content validity analysis. Tests how well the body shape changes that are reconstructed from our PCA + regression approach, at the lowest and highest DMS/SATAQ Global scores, map onto the equivalent changes for the 10 highest and 10 lowest scoring raw Daz ideal bodies.
- Cross-validation. Tests how well the reconstructed bodies from the PCA + regression approach for the DMS and SATAQ Global scores predict the raw ideal Daz body shapes. Moreover, we used a leave-one-out (LOO) cross-validation technique to ask how well this approach would predict new data from a novel participant sample.


## 3. Results

### 3.1. Univariate statistics

Table 1 shows the age, biometric measurements, educational and occupational status, intention towards body weight change, and media usage for the 42 male participants.

Table 2 shows psychometric task performance. Cronbach's alpha shows good reliability across all psychometric tasks. According to normative data for the DMS (Hughes, Dean, \& Allen, 2016) 2/42 participants fell into the first quartile, $4 / 42$ the second quartile, $15 / 24$ the third quartile, and 21/42 the fourth quartile. Based on normative data for the SATAQ reported by Karazsia and Crowther (2008), we calculated the number of participants whose sub-scale

Table 1
A summary of participant characteristics.

|  | Mean | SD |
| :--- | :--- | :--- |
| Chronological age (years) | 23.64 | 5.29 |
| Years in full time education (years) | 15.44 | 3.18 |
| Height (cm) | 179.65 | 8.30 |
| Weight (kg) | 79.09 | 14.62 |
| Waist circumference (cm) | 86.56 | 9.63 |
| Hip circumference (cm) | 98.91 | 7.09 |
| Chest circumference (cm) | 98.38 | 9.39 |
| BMI (kg/m²) | 24.41 | 3.52 |
| Hours television watched /week | 14.90 | 7.30 |
|  |  |  |
|  | N | $\%$ |
| Occupational status |  |  |
| $\quad$ Full/part time employment | 17 | 40.48 |
| $\quad$ Student | 25 | 69.52 |
| Intention to change body weight |  |  |
| $\quad$ None | 12 | 28.57 |
| Decrease weight | 13 | 30.95 |
| Increase weight | 7 | 16.67 |
| Increase muscle mass | 10 | 23.81 |

scores fell into three groups: (a) less than -1SD below the mean, (b) between -1 SD below and +1 SD above the mean, and (c) higher than +1 SD above the mean. The respective numbers of participants within each of these groups for the SATAQ Internalization-General subscale were 3,16 , and 23 ; for the Internalization-Athletic subscale $2,17, \& 23$; for the Pressures subscale $2,23, \& 17$, and for the Attitudes subscale 8,24 , and 10 . While these results suggest that our sample of men represented the full range of possible psychometric responses, clearly there was a substantial proportion of participants with high drive for muscularity associated with high levels of internalized societal pressure for an ideal body.

Finally, Table 3 shows the Pearson correlations between the psychometric tasks. Table 3 clearly illustrates strong, positive associations between tasks that tap societal pressures for thinness and muscularity, the degree to which these factors are internalised, and an individual's preoccupation with and engagement in behaviours that increase muscularity. In addition, as all of these tendencies increased, so the association with participants' levels of positive body image and body appreciation were significantly reduced.

### 3.2. Multivariate statistics

### 3.2.1. Comparison of ideal BMI with actual BMI

Given that participants were asked to model the body size/shape that they would like to have, we first wanted to understand the relationship between men's actual and ideal BMI, while controlling for any influences of participants' psychometric performance. Given the substantial correlations between the psychometric tasks shown in Table 3, we sought to include a selection procedure in the model which would avoid potential problems with multicolinearity. Since stepwise selection algorithms are known to lead to biases in parameter estimation (Grafen \& Hails, 2002; Hurvich


Fig. 3. A scatterplot of model-predicted ideal BMI as a function of actual BMI. The dashed line represents the line of equivalence where actual and ideal BMI values are identical. The data points are colour coded according to whether the participant scored at or below the median for BAS-2 (gray) or above the median (white). The regression line is for the entire sample, ignoring BAS-2 status.
\& Tsai, 1990; Steyerberg, Eijkemans, \& Habbema, 1999), we used PROC GLMSELECT in SAS v9.4 (SAS Institute, North Carolina, USA) to run adaptive LASSO (least absolute shrinkage and selection operator) regression for variable selection (Efron, Hastie, Johnstone, \& Tibshirani, 2004; Osborne, Presnell, \& Turlach, 2000; Tibshirani, 1996). LASSO and stepwise regression differ in their criteria for retaining predictors in the final model, and LASSO has been shown to produce more stable results. The LASSO algorithm selects an optimal value for $t$, the tuning or shrinkage parameter which, in our case, minimized the Schwarz Bayesian information criterion (SBIC) for model fitting. We included actual BMI, BAS-2, PSPS, DMS, SATAQ-Internalisation (general), SATAQ-Internalisation (athletic), SATAQ-Pressures, and SATAQ-Information as explanatory variables at the start of the selection procedure. By the end of selection, the optimal subset of variables chosen to model ideal BMI had a SBIC value of 75.7. We then used PROC GLM (SAS v9.4) to build an ordinary least squares multiple regression model of ideal BMI predicted by actual BMI, BAS-2, and PSPS. This best fit model explained $37.9 \%$ of the variance in ideal BMI. We found statistically significant effects of actual $\operatorname{BMI}(F(1,38)=6.51, p=.015, \beta=.23,95 \% \mathrm{CI}[.048, .42]$, partial $\left.\eta^{2}=.15\right)$, BAS-2 $(F(1,38)=5.85, p=.021, \beta=-.12,95 \% \mathrm{CI}[-.22$, $-.020]$, partial $\left.\eta^{2}=.13\right)$, and $\operatorname{PSPS}(F(1,38)=5.42, p=.025, \beta=.056$, $95 \%$ CI [.0073, .10], partial $\eta^{2}=.12$ ). This model outcome is illustrated in Fig. 3. It shows a scatterplot of ideal BMI predicted from the regression model as a function of actual BMI. The regression line is for the entire sample, and shows a tendency for participants' ideal body size to compress toward a narrow range from $\sim 19$ to $\sim 22$. This means that individuals with a lower BMI sought larger bodies, and vice versa, men with higher BMIs sought smaller bodies. Moreover, the tendency to seek larger bodies increased with

Table 2
Participants' performance in the psychometric tasks.

|  |  |  | Range |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Psychometric task | Mean | SD | Actual | Potential |  |
| BAS-2 | 38.50 | 6.55 | $27-50$ | $10-50$ |  |
| PSPS | 44.71 | 13.48 | $22-76$ | $20-100$ |  |
| DMS | 48.69 | 15.03 | $23-90$ | $15-90$ | .80 |
| SATAQ-Internalisation (general) | 29.17 | 8.58 | $11-44$ | $9-45$ | .90 |
| SATAQ-Internalisation (athlete) | 19.31 | 3.86 | $8-25$ | .91 |  |
| SATAQ-Pressures | 21.83 | 6.65 | $9-34$ | .87 |  |
| SATAQ-Information | 23.38 | 8.72 | $9-38$ | $7-35$ | .89 |

Table 3
Pearson correlations between the psychometric tasks, across the whole sample.

|  | BAS-2 | DMS | PSPS | SATAQ-Int(gen) | SATAQ-Int(ath) | SATAQ-Pressures |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMS | -.37* | - |  |  |  |  |
| PSPS | -. 18 | .38* | - |  |  |  |
| SATAQ-Int(gen) | -.32* | . $61{ }^{* * *}$ | .38* | - |  |  |
| SATAQ-Int(ath) | -.42** | . $54^{* * *}$ | . 18 | .62*** | - |  |
| SATAQ-Pressures | $-.41^{* *}$ | . $54^{* * *}$ | . $57{ }^{* * *}$ | . $75^{* * *}$ | .58*** | - |
| SATAQ-Information | -. 26 | . $50{ }^{* * *}$ | .39* | .72*** | . $43^{* *}$ | . 63 *** |

NB: SATAQ-Int(gen) = SATAQ-Internalisation (general); SATAQ-Int(ath) = SATAQ-Internalisation (athletic).
$=p<.05$.
$=p<.01$.
$=p<.001$.
lower BAS-2 scores and higher PSPS scores, independent of a man's actual BMI.

### 3.2.2. Correlations between 3D shape features and psychometric performance

Next, we wanted to address the central question of this study to what extent do the 3D shape features extracted from the ideal models map onto psychometric task performance? We answered this question initially by calculating the Pearson correlations between the 4 PCs and BAS-2, DMS, PSPS and SATAQ Global scores. We also calculated the total r-square for each psychometric task associated with the PCs, which corresponds to the sum of the four squared Pearson correlation coefficients. This gives a sense of the overall strength of association between the psychometric tasks and the shape variation in the ideal Daz models. Table 4 shows that the BAS-2 was statistically significantly associated with PC2, DMS with PC2 and PC3, PSPS with PC1, and SATAQ Global with PC3.

There are three main observations to be made from this analysis. First, the 3D shape features extracted by the PCA of the ideal models were either only moderately associated with these psychometric tasks or not at all (e.g., PC4); there is not a simple one-to-one mapping. Second, associations between different shape features (e.g., PC2 and PC3) can be captured by the same psychometric task (e.g., DMS). Finally, it is clear particularly for PC2 and PC3 that variation in the same 3D shape feature can be associated simultaneously with different psychometric tasks (e.g., BAS-2, DMS, and SATAQ Global). Given the strength of inter-correlation between the psychometric tasks, as illustrated in Table 3, this is perhaps not surprising.

### 3.2.3. Visualising the relationships between 3D shape, the DMS, and SATAQ Global

Inspection of Table 4 gives very little insight into how systematic variation along the range of a particular psychometric task may relate to body shape change, especially if the same psychometric task is associated with variation in more than one uncorrelated shape feature, as is the case with the DMS which was significantly correlated with PC2 and PC3. Therefore, as a final step in our analysis, we asked the following questions: (a) how do separate shape features change in relation to a particular psychometric task, in isolation? and (b) if we carry out a linear recombination of these varying shape features, what do the resultant changes in body shape look like? In short, what body shape corresponds to a particular score on, e.g., the DMS? Given the highest r-square totals in Table 4 were for DMS and SATAQ Global, we focused this analysis on just these two tasks. This analysis strategy is viable precisely because the four PCs are statistically uncorrelated with each other. Therefore, it is legitimate to quantify the relationship between DMS/SATAQ Global by running four separate regression analyses, one for each PC. If, in theory, there was residual correlation between the PC shape features, we would have to run a multivariate multiple regression analysis.

To carry out this analysis, we used PROC REG (SAS v9.4) to run 4 ordinary least squares regression models each for the DMS and, separately, the SATAQ Global. This gave a total of 8 regression models. In each case, we used PC1, PC2, PC3, or PC4 as the outcome measure and DMS or SATAQ Global as the predictor variable. We then used the intercepts and regression coefficients in each case to compute the predicted PC score for the highest and lowest possible scores on each of the psychometric tasks. For example, the minimum and maximum scores on the DMS are 15 and 90 respectively. The regression of PC3 on DMS produced an intercept of 1.379 and a regression weight, $\beta$, of -0.0283 . Therefore, the PC3 factor scores corresponding to the bottom and top of the DMS scale are 0.955 (i.e., $1.379-0.0283 \times 15$ ) and -1.168 (i.e., $1.379-0.0283 \times 90$ ) respectively.

This reconstruction strategy, which we will refer to as "PCA + regression", rendered the predicted PC values at the lower and upper ranges for each psychometric task, and these values could then be used to select appropriately scaled body shape features for linear recombination. Fig. 4 shows the results of recombining the PC features that contribute significantly to the DMS and SATAQ Global. Visual inspection of Fig. 4 suggests that the outcomes are very similar for both psychometric tasks, and capture changes in muscularity, particularly with respect to muscle mass and definition. The strong similarity between the two outcomes is attributable to the majority contribution of PC3 in both cases (see Fig. 2 and Table 4).

### 3.2.4. Content validity

We wanted to determine whether the DMS and SATAQ models that our "PCA + regression" strategy predicted, and which are illustrated in Fig. 4, correctly reflected the body shape changes that participants created in relation to their performance on the psychometric tasks themselves. In other words, we wanted to assess the content validity of the PCA models for DMS and SATAQ. A useful definition for content validity is: ". . . if the items of a test can be shown to reflect all aspects of the subject being tested, then it is per se valid, given that the instructions are clear. This is not simply face validity, which is related to the appearance of the test items ..." (Kline, 2015). To do this, we averaged together the raw Daz models created by participants who had the 10 lowest and 10 highest scores on the DMS, and separately, the 10 lowest and 10 highest scores on the SATAQ. This gave us estimates of the averaged, raw Daz models corresponding to both the bottom and top of the DMS and SATAQ scales, respectively.

We then calculated the differences between the low and high scoring models, separately for the DMS and SATAQ, and plotted these differences on the 3D reference body, as is shown in the first and third columns of Fig. 5. This is possible because every model represented a polygonal mesh with a pattern of nodes and edges that is topologically identical across different models. Therefore, the Euclidian distance between corresponding nodes from two models, located on the elbow for example, can be calculated. Consequently, we can visualize where on the body the largest

Table 4
Pearson correlations between PC scores and psychometric tasks.

|  | PC1 | PC2 | PC3 | PC4 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| BAS-2 | -.075 | $.39^{* *}$ | .083 | -.030 |
| DMS | .29 | $-.33^{*}$ | $-.43^{* *}$ | -.13 |
| PSPS | $.39^{* *}$ | -.19 | .079 | .081 |
| SATAQ Global | .27 | -.21 | $-.36^{*}$ | -.098 |

* $=p<.05 ;{ }^{* *}=p<.01 ;{ }^{* * *}=p<.001$.

DMS


|  | R-square | Scale minimum <br> (z-score) | Scale maximum <br> (z-score) |
| :---: | :---: | :---: | :---: |
| PC1 | 0.083 | -0.65 | 0.79 |
| PC2 | 0.11 | 0.74 | -0.91 |
| PC3 | 0.18 | 0.95 | -1.17 |
| PC4 | 0.017 | 0.29 | -0.36 |

SATAQ Global


Fig. 4. Shows bodies reconstructed using the "PCA + regression" approach. They illustrate the ideal body shape changes captured by the DMS (columns 1 and 2 ) and, separately, the SATAQ (Global) (columns 3 and 4). The top row shows reconstructions at the top of the scale for each psychometric task (maximum values for the DMS and SATAQ Global are 90 and 150, respectively). The bottom row shows reconstructions for the bottom of each scale (minimum values for the DMS and SATAQ Global are 15 and 30, respectively). Each table shows the r-squared for the variance in each PC explained by the DMS (left) and SATAQ Global (right) scores. In addition, the z-score settings for each PC are shown for the reconstructions.
shape changes occur when moving from the bottom to the top of each psychometric scale, by colour coding these differences in Euclidian distances. Small to large differences between low and high DMS/SATAQ scores are shown on the colour scale from black, through red and yellow, to white. We then went through exactly the same procedure for the PCA models for the DMS and SATAQ. The corresponding low versus high difference for the PCA models are shown in columns two and four of Fig. 5. Note that in all examples, we excluded the heads, hands, and feet from these calculations. This was because the model manipulations had minimal effects on these body parts. Therefore, to include them in the comparisons would inflate the goodness of fit.

Visual inspection shows that the largest differences between the highest and lowest DMS/SATAQ scores in the Daz averages (i.e., columns 1 and 3) are located in the shoulders, the pectoralis mus-
cles, the latissimus dorsi, the abdominal muscles, and the gluteus maximus. Moreover, these localized differences are well captured by the PCA model for DMS (columns 2 and 4, upper row), to the extent that the Pearson correlation between the raw Daz differences and the PCA differences for the DMS was $r=0.94$. For the SATAQ, the raw Daz averages show largest changes to the shoulders, the pectoralis muscles, latissimus dorsi and gluteus maximus. While the PCA model for SATAQ (columns 2 and 4, bottom row) captures the shoulder and pectoral muscle changes, it also appears to suggest abdominal muscle changes which are not so salient in the raw Daz averages. Moreover, the PCA model for the SATAQ appears to under-estimate the extent of change to the gluteus maximus compared to the raw Daz average. These discrepancies likely explain the lower Pearson correlation between the raw Daz differences and the PCA differences for the SATAQ, which was $r=0.69$.


Fig. 5. Each mannequin shows the colour coded difference between the averages of the 10 lowest and 10 highest DMS (upper row) and SATAQ Global (bottom row) body shapes. The smallest to largest differences (centimetres) are indexed by the colour scale changes from dark brown, through red and yellow, to white. The first two columns show the front view differences, and the second two columns show the back views. The comparisons for the raw Daz ideal models are shown in columns 1 and 3 . The comparisons for the "PCA + regression" models are shown in columns 2 and 4.

Based on these results, we argue that the DMS model in particular showed good content validity.

### 3.2.5. Cross-validation

Cross-validation includes a variety of model validation techniques to assess how the outcome of a statistical analysis is likely to generalize to an independent data set of the same kind. To this end, a model is first trained on a known dataset and then its ability to predict the same outcome(s) from a new dataset is tested. In essence, cross-validation tests a model's ability to predict new data that was not used in estimating it. Here we used leave-oneout (LOO) cross-validation which is a particular case of leave-n-out cross-validation, where $n=1$ (Celisse, 2014; James, Witten, Hastie, \& Tibshirani, 2014; Stone, 1974).

In our case, we wanted to ask how well the DMS and SATAQ PCA models, that were calculated from all 42 participants (see Fig. 4), predicted the raw Daz ideal models that participants created. To do this, we first took an individual's score on the DMS/SATAQ and used our "PCA + regression" approach to calculate what factor scores this corresponded to for each of the 4 PCs, using the full PCA model (i.e., with all 42 participants). We then took the 4 PC scores for each individual, and reconstructed their ideal body based on their DMS/SATAQ score. Next, we calculated the Euclidian distance between every corresponding pair of points on each individual's ideal Daz model and the DMS/SATAQ reconstruction. Finally, we averaged the 42 differences for every corresponding pair of points, colour coded them, and plotted them on a representative body. This can be seen in the first two columns of Fig. 6. Small to large differences are illustrated by the colour scale changes from blue, through green, to yellow. It is clear that the differences between the ideal Daz and DMS/SATAQ models are greatest in the arm, the abdomen and particularly the shoulder areas. However, even the largest differences are only of the order of $\sim 1.7 \mathrm{~cm}$, which we argue suggests good model fits.

To assess, how well the PCA models generalized, we re-iterated the above procedure for 42 LOO PCA models. Specifically, we left out the first of 42 participants and re-calculated separate PCA mod-
els for the DMS and SATAQ and then calculated the differences between this first knock-out model and the full PCA model including all 42 participants. We then re-iterated this procedure, leaving out the second, third, fourth, and so on participant, each time comparing the full PCA model with the LOO model. We then calculated the average percentage error between the full model and all 42 LOO models, and plotted these differences as shown in columns 3 and 4 of Fig. 6. Again, the fact that the percentage error between the LOO and full models never exceeds $\sim 6 \%$, on average, suggests that the PCA/SATAQ models would generalize to the UK White male population at large.

## 4. Discussion

In this study, we examined whether ideal male body size and shape attributes, usually captured by psychometric questionnaires, can be visualised directly in 3D. To explore this idea, we asked male participants to create their ideal body size and shape by manipulating a 3D CGI model using 18 preselected body morphs. This approach allowed participants to capture and visualise appearance ideals relating to specific areas of a 3D body, as opposed to whole body size and shape variation that is often relied upon when using linear and matrix-style 2D figure scales. We also asked participants to fill in standard psychometric questionnaires that assessed their drive for muscularity, attitudes toward and appreciation for their body, and sociocultural influences. We carried out a principal component analysis to extract four uncorrelated 3D shape components that accounted for approximately $95 \%$ of the shape variability in the CGI models and we used a combination of correlation and multiple regression to identify the statistical associations between the psychometric questionnaires and the 4 shape components.

Visual inspection suggested that PC1 and particularly PC2 were characterised by changes in the overall bulk of the CGI models. PC3 very clearly captured parallel changes in muscle bulk and definition. PC4 captured a visually striking "trade-off" between very clearly defined muscle of relatively low mass at one extreme, compared to extensive muscle mass especially in the arms and thighs,


Fig. 6. Columns 1 and 2 show the mean differences, averaged across 42 participants, between the raw ideal Daz models and the full PCA + regression model using all 42 participants. Data for the DMS appear in the upper row. Data for the SATAQ Global appear in the bottom row. Smaller to larger differences (centimetres) at each point on the body are colour coded from blue, through green, to yellow. Columns 3 and 4 compare the average percentage error between the LOO PCA + regression models and the full PCA + regression model which included all 42 participants.
but with relatively poor muscle definition. The correlation analysis showed that the BAS-2 was statistically significantly associated with PC2, DMS with PC2 and PC3, PSPS with PC1, and SATAQ Global with PC3. This is important because it suggests that there is no simple one-to-one mapping between the shape features extracted from the ideal bodies (indexed by the PCs) and our psychometric measures; the process is Daedalian. Nevertheless, as a proof of concept, the fact that significant correlations exist at all suggests that some mapping is possible.

Another problem is that by presenting the outcomes separately for each PC, while statistically legitimate (they are perfectly uncorrelated with each other), trying to interpret the outcomes across PCs is challenging because the 3D shape features are not easily combined in the mind's eye. It is also important to point out that PC4, in particular, was not associated with any of the behavioural tasks we administered in this study. This may not be surprising because there is no necessary reason why a blind feature decomposition should generate components that are either biologically or psychologically plausible. It is also feasible that PC4 happened to capture a complex trade-off between muscle bulk and muscle definition of the kind that may never have occurred to the designers of the DMS or SATAQ. However, by the same token, had we made a different selection of psychometric tasks, variance in PC4 may well have been captured.

To resolve these difficulties with interpretation, for our final analysis we focused our attention on the DMS and the SATAQ (Global) because these two tasks showed the strongest overall associations with the PCs. We asked the following: (a) how do separate shape features change in relation to each psychometric task? and (b) what body shape corresponds to a particular score on the DMS and the SATAQ questionnaires? As the reconstructions in Fig. 4 show, using the "PCA + regression" approach, we found that moving from the lowest to the highest score on both of these tasks corresponds with changes in muscularity, particularly muscle definition. However, perhaps the most interesting feature of this result was that while these effects are, qualitatively, visible on inspection, both are nevertheless quite subtle quantitatively. An obvious,
if mundane, explanation for this might be that the CGI modelling method we have used is simply not capable of generating more exaggerated effects that succeed in capturing men's desired ideal. However, the potential shape variation of which our stimulus set up was capable demonstrates that this is unlikely to be the case (see Fig. 1). An alternative possibility might have been that we did not observe substantial variability in psychometric task performance, but this was also not the case. Therefore, we suggest that there may be another intriguing possibility. In the DMS, for example, participants respond on a never-to-always scale to verbal statements like "I wish that I were more muscular", "I lift weights to build up muscle", "Other people think I work out with weights too often", and "I think about taking anabolic steroids". It is possible that phrases like this might conjure up images in the mind not only of the participant, but also of the test interpreter, that are quite extreme precisely because they exist in an imaginary world, and are not necessarily constrained by the physical world. In a similar fashion, it could be that the exaggerated, unattainable muscle patterns represented in action figures and computer game characters say more about the imaginations of their creators than about a direct translation of men's body ideals into physical form. Therefore, assuming that the method we have developed here is approximately correct and accurate, then what we may have achieved, and what may therefore be of value, is to give some quantitative calibration of the real world extent of men's ideal body shapes as described by the DMS and SATAQ. An interesting corollary of this is that what may appear to be statistically large effect sizes in the psychometric domain, may amount to quite modest changes when translated into the physical world of anatomy, at least as far as any statistical central tendency is concerned. In addition, although beyond the scope of the current paper, if future research gives rise to validated and normed "visualized" versions of the DMS and SATAQ scales, we could reverse engineer the shape of a given man's ideal body shape by combining psychometric scores to re-create it.

Another useful outcome from the present study is that we have achieved a finer degree of anatomical precision than can be inferred from the DMS and SATAQ psychometric tasks. In the DMS, the state-
ments most specifically related to the desired locations for changes in muscle mass are: "I think that my arms are not muscular enough", "I think that my chest is not muscular enough", and "I think that my legs are not muscular enough". Similarly, statements from the SATAQ include: "I've felt pressure from TV or magazines to look muscular", "I would like my body to look like the models who appear in magazines", and "I try to look like sports athletes". By comparison, as the analysis of content validity showed in Fig. 5, we can localize these desires more specifically to the shoulders, the pectoralis muscles, the latissimus dorsi, the abdominal muscles, and the gluteus maximus.

### 4.1. Limitations and future directions

In this study, the Daz avatars were White in their ethnic appearance and derivation. Distinct anthropometric differences between different ethnic groups have been shown, and some of these differences might be incorporated into ideal body shapes within different ethnic groups, assuming the stimulus set up is suitable. For example, ethnic differences in body weight distribution and the association between BMI and percentage body fat have been established, as well as different patterns of skeletal muscle mass across the lifespan (Abe et al., 2012; Shiwaku et al., 2004; Silva et al., 2010). Clearly, future studies would need to incorporate shape morph controls that allow for such inter-group variation to be included in the resultant models. In a similar vein, it might be valuable to ask how far participants might either want to, or be prepared to, change their body size/shape; what would be the upper limit for what is both desirable and achievable, in the participant's view? Another limitation of this study is that there was no measure of participants' socioeconomic status, despite previous evidence of it being a contributing factor to individual levels of body dissatisfaction, as measured by psychometric questionnaires (Story, French, Resnick, \& Blum, 1995; Swami et al., 2010). Future studies might make a virtue of potential ethnographic differences and use substantially larger participant samples to determine whether there may be meaningfully different ideals between different ethnic groups, and what socio-cultural attributes might drive these.

In this study, all our participants carried out the different tasks in the same order and were not counter-balanced. As a result, it is possible that the concerns indexed on the psychometric measures, which were answered last, were magnified by the focus on body image. Future studies could address this concern although it might be argued that any study which has recruited participants for a body perception experiment may cause those participants to be thinking more about their bodies than usual.

This study used psychometric measures which focussed primarily on muscularity and bulk, and future studies may want to look at measures targeting other alternative physical dimensions and psychological concerns such as leanness and thinspiration where the drive is to lose physical bulk and become thin but toned. A drive for muscularity is not qualitatively the same as the drive for thinness which is associated with body dissatisfaction and disordered eating (McCreary \& Sasse, 2000). Men with body image disorders seem to show a split between those who strive for thinness and those who seek to increase muscularity (Adams, Turner, \& Bucks, 2005; Barlett, Vowels, \& Saucier, 2008; McCabe \& Ricciardelli, 2004).

Finally, this approach may be of particular interest in visualising the ideal body shape of specific groups, such as body builders or steroid abusers whose ideals may be far more extreme than those seen here, and may indeed use the full range of what is available in 3D body shape. More specifically, it is possible that running similar studies in such groups might reveal effects of measurement equivalence and range restriction. In the former case, a comparison between non-athletes and body builders might show that both groups use the same range of scores on the DMS task, but if visual-
ized, there might be a step change such that levels of muscularity sought by body builders might substantially exceed those sought by non-athletes. It may also be very useful to apply similar techniques to clinical groups, such as people with an eating disorder or body dysmorphia, to achieve a more complete understanding of their concerns and the body size and shape they are attempting to achieve. This method could also be used to visualise body ideals prior to their treatment to provide a starting point on which to focus therapy and allow a targeted intervention on a patient's specific body concerns. Furthermore, the periodic application of the psychometric questionnaires and visualisation procedure would allow a way of visualising progress during therapy.
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